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ABSTRACT

This paper describes a preliminary experiment to find a supple-
mentary feature for speaker verification. In conventional speaker
verification systems, spectral features such as the mel frequency
cepstral coefficient (MFCC) are used universally for all speakers.
For some specific applications demanding high security, however,
the system also needs to adopt speaker specific supplementary fea-
tures. Assuming that verification is done in specified room envi-
ronment, we analyze the effect of the room response to speaker
verification. Simulation results show that the additional supple-
mentary feature is crucial for improving the system performance.

1. Introduction

The problem of speaker verification task is essentially a hy-
pothesis testing or binary classification. Both a target speaker
model and an impostor model are necessary for making a deci-
sion. The Gaussian mixture model (GMM) has been widely used
as a probabilistic model in most state-of-the-art speaker verifica-
tion systems [1], and the MFCC is one of the most widely used
features in speaker or speech recognition [2].

In some specific applications of speaker recognition field such
as the forensics or requiring high security the system should be
adapted to verify only one-person with high confidence. Though
the conventional MFCC-based verification system performs very
well in general, we would like to further improve the quality using
additional features that are related to the target speaker only. The
supplementary features can be another type of features or some
kind of environmental information that the claimed speaker lo-
cates. This paper focuses on the environmental information, es-
pecially for the room acoustics.

In general, it is very difficult to determine what kind of supple-
mentary features improve the performance of the verification sys-
tem and how much the performance will be improved. We even
do not know which parameters will be good for verification per-
formance. However, if there is some con-strained condition that
only the specific speaker has the discriminative feature, to which
the others do not have, it will be a meaningful experiment.

In this paper we conduct preliminary experiments to search
supplementary features that are highly related to the target speaker.
The type of supplementary features could be the filtering operation
depending on the claimed speaker’s pitch information or the spa-
tial information of the room.

The desirable characteristics of the supplementary feature com-
bined with the original spectral features are summarized as fol-

lows:

� The distance or mismatch between the original model and
the newly trained one is reduced or at least similar to the
target speaker utterance.

� In the case of anti-speaker, impostor, the mismatch should be
increased. Thus, when some kind of distortion by the supple-
mentary feature is added to the impostor case, the likelihood
verification score of the impostor be-comes decreased.

To conduct the experiment, at first, we set up the scenario with
the room acoustics environment. If the verification for the true
speaker is performed in the specific office room, the contribution
of the room impulse response will be convolved with the utterance
from the speaker. In this case, the room impulse response will
be the supplementary feature for the true speaker. Assuming that
impostors cannot enter the room, there is no contribution from the
room impulse response to their utterance.

A preliminary result shows that the supplementary feature with
the restriction of room entrance shows noticeably good perfor-
mance. Consequently, we can argue that supplementary features
which represent the specific speaker’s environment will work well
to some appropriate applications having reasonable constraints.

In the next section, the baseline recognition system will be de-
scribed. In section 3, the conventional recognition and the sce-
nario of experiments for searching the supplementary feature are
discussed. We will describe the experiment setup using the YOHO
database in section 4 and the preliminary results of our verification
system in section 5. And conclusion is followed in section 6.

2. Baseline Recognition System

The widely used speaker verification systems utilize GMM
trained by expectation-maximization (EM) algorithm [3][4]. A
Gaussian mixture density represents the acoustic distribution of
each claimant speaker given by
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with mean vector �µi and covariance matrix Σi. The mixture
weights satisfy the constraint that ∑M

i�1 pi � 1 [3]. Thus, the com-
plete Gaussian mixture density is parameterized by three factors,
such as the mean vectors, covariance matrices and mixture weights
from all component densities. Thus, the probability of specific
speaker k is modeled by these parameters with the notation

λk � �pi� �µi�Σi�� i � 1� ����M (3)

In the training process of the modeling the above GMM param-
eters which best matches the distribution of training features, the
maximum likelihood (ML) is estimated using EM algorithm.

In the verification process, the average log-likelihood of a
claimant speaker given an utterance X � ��x1����xT� is computed
as

LL�X �λk� �
1
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log p��xt �λk� (4)

This log-likelihood score is very sensitive to variations in text,
speaking behavior, and recording conditions, especially from the
impostors’ utterances. The task of threshold determination for ac-
ceptance or reject is a very difficult one. In order to overcome this
problem, many normalized score methods are used such as cohort
model [5], universal back-ground model [7], etc. As a result, the
verification likelihood score applied normalized term is

LL�X �λk� � log p�X �λk�� log p�X �λBGM� (5)

where λBGM is background model is trained by speakers uttering
general text-independent utterances or the T user’s phrase [5].

3. Speaker-Dependent Supplementary Fea-
ture

3.1. Homomorphic Analysis

Figure 1 shows the front-end system of recognition system. In
this figure, we assume that the speaker is forced to record his or her
voice in the specific room. So, the speech signal, s�t�, combines
with the additive noise, d�t�, and room impulse response, h�t�.

Time-frequency representation of speech signal can be repre-
sented as follows.

X�n�ω� �
∞

∑
t��∞

x�t�wn�t�e
� jωt (6)

where n is frame index and wn�t� is the analysis window which
is assumed to be non-zero only in the interval �Tn�Tn �Nw � 1�.
Considering the speech production model and channel condition,
it can be represented as

X�n�ω� � ��S�n�ω��D�n�ω�� �Hr �n�ω���Wn�ω� (7)

where D�n�ω�, Hr�n�ω�, and Wn�ω� are frequency representation
of additive noise, room impulse response, and analysis window at
the corresponding frame index, respectively.

Fig. 1. Front-End Process of recognition system

By inverse-Fourier transform after logarithmic operation, we
can extract a cepstral feature for the windowed speech signal.

c�n�ω� �
1
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Under the assumption that we can sufficiently eliminate the addi-
tive noise by speech enhancement preprocessing be-fore extracting
features [6], and approximate the effect of the analysis window, we
can rewrite the equation as follows.
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Without any channel compensation, the cepstral coefficient is
represented by a combination of speech vocal tract information,
cS�n�m�, and the room information, chr

�n�m�.

3.2. The conventional channel normalization
method

The cepstral mean subtraction (CMS) [9], the most widely used
channel normalization method, improves the perform-ance of the
speaker verification system by compensating the mismatch be-
tween the training and test environment, where the channel con-
ditions of one case is different from the others. The CMS method
removes the overall mean of the feature vectors from the each com-
ponent over the entire enrolled speakers in the verification system.
However, it cannot assure the improvement of the performance,
because CMS may also remove the specific characteristics of the
speaker.

3.3. Supplementary feature for verifying a specific
speaker

In this paper, we perform preliminary experiments to search the
supplementary features for speaker verification. In conventional
speaker verification systems, we assume that the enrolled speakers
have the same environmental condition. In other words, they are
imposed to use the same microphone or assume to be located in
the same place.

In some applications of speaker recognition such as forensic or
requiring high security for verifying or identifying the claimants,
the target speaker should tolerate some inconvenience to succeed
the correct verification. Thus, we will assume that we know the
target speaker’s environment as well as the supplementary fea-
tures discriminating the claimed speaker from the anti-speakers.
Nevertheless we do not know the exact kind or form of the sup-
plementary features. The examples of the process can be filtering
operation using the pitch information of the target speaker or some
kind of spatial information in verification environment.

The scenario of our verification experiment is follows:

� To enroll the own ID in the verification system, the user has
to be placed in the specified environments such as his/her
own office or living room.

� In the verification test, only true speaker can enter the places
but impostors can not.



When the target speaker uttered using a microphone located far
from speakers, the room impulse response of the specified envi-
ronment will be applied. So, in this situation, the characteristic
of target speaker who enters the place has the discriminated fea-
ture from the others. Consequently, the room environment plays a
role in providing a supplementary feature to target speaker, this is
equivalent to the chr

�n�m� in Eq. (9). Thus, the new cepstral coef-
ficient has a form of the addition between the cepstral coefficient
of the original speech and the room impulse response.

4. Experiment

4.1. Experiment Setup

The GMM-based speaker verification is performed on the
YOHO corpora supporting the text-independent mode. The partic-
ular vocabulary employed in this collection consists of two-digit
numbers (”thirty-four”, ”sixty-one”, etc), spoken continuously in-
sets of three (e.g. ”36-45-89”). For the YOHO database, there are
138 speakers (108 male and 30 female); for each speaker, there
are 4 enrollment sessions of 24 utterances each, and 10 verifica-
tion sessions of four utterances each, for a total of 136 utterances
in 14 sessions per speaker. All waveforms are low-pass filtered at
3.8 kHz and sampled at 8kHz. To extract the feature vector, 12-
features are computed from each 20 ms window (50The features
are the 12-th order (DC component removed) MFCC.

To compute the supplementary feature, we use the room im-
pulse response measured in the normal office room. Figure 2
shows the magnitude and phase response of the used room im-
pulse function. And then, the supplementary feature related to the
room impulse response is extracted through Eq. (6) (9). For the
experiment performed with the YOHO corpora, each speaker is
modeled by 32 mixture GMM trained using 24 training utterance
in the enrollment session 1 only. Using all four enrollment ses-
sions results in error rates that are too low to allow meaningful
comparisons between the experiments [3][8]. For constructing of
the background model to normalize the verification score, we use
a simple universal background model [7].
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Fig. 2. Magnitude and phase spectrum of room impulse response

4.2. Verification experiment

A series of conducted experiments are summarized as follows:
To obtain the baseline system performance, the verification ex-

periment is performed in a normal condition with or without the
CMS method.

After adding the supplementary feature, the verification in the
room environment is performed.

When the supplementary feature applies, the environments for
the uttering the speech can be different from each other (true and
impostor). Since the goal of our experiment is verifying the only
one specific speaker (target), the likelihood probability of verifi-
cation score is computed from different environments depending
on whether the claimant is a true speaker or an impostor. In other
words, the only true speaker can enter the place, but the impostors
cannot. The related front-end processing of the verification system
is shown in Figure 3.

Fig. 3. Block diagram of the experiment setup

If a true speaker k claims to be verified, the verification score
will be following,

LLtarget � p��̃xk��λ̃k�� p��̃xk��λBGM� (10)

where �̃xk, λ̃k, and λBGM is an acoustic feature vector combined
with supplementary feature, a speaker model trained with �̃xk, and
universal background model, respectively.

In the case of verifying an impostor claiming for speaker k, the
verification score becomes

LLimpostor � p��xk��λ̃k�� p��xk��λBGM� (11)

where �xk is an acoustic feature vector extracted from normal condi-
tion, using closed microphone, i.e. does not include room acous-
tics because the impostor is assumed to be not able to enter the
room.

5. Results

Figure 4 shows an average DET curves from verification re-
sults. Each curve corresponds to normal or room condition, and



with or without CMS method.
We noticed interesting verification results. In the normal con-

dition, the verification score is obtained using Eq. (5). As a well-
known property, the CMS improves the overall performance of the
verification system as shown in Figure 4. However, in the room
condition, CMS does not improve the performance in compari-
son to the case without CMS. The reason of this result is caused
from the removal of speaker dependent feature, i. e. room acous-
tics by CMS. The room impulse response plays a kind of specific
supplementary-feature added to the original MFCC. It can be in-
duced that the speaker dependent feature, crucial for verifying, is
included in the room environment. The performance of the sys-
tem in room condition without CMS represents noticeably good
performance.

In Table 1, Equal-Error-Rate (EER) for each environment is
shown. The EER value for the supplementary feature with-out
CMS is the lowest compared to the others, corresponding to the
DET curve.
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Fig. 4. Plot of DET curves from the different environment - normal
or room condition, and with or without CMS method.

Table 1. EER for different condition
Environment CMS EER(%)

Normal No 3.690
Normal Yes 2.780
Room Yes 1.142
Room No 0.072

6. Conclusions

We have presented the results of preliminary experiment to
search the supplementary feature for speaker recognition. Though,
we do not know the exact form or component of optimal sup-
plementary feature to the specific speaker, various kinds of ap-
proaches can be introduced to the appropriate ap-plication. Since
we provided the constraint that only true speaker could enter the
room, the true speaker is easily discriminated from the impostors.

Simulation results showed that the performance of the proposed
method was superior to the conventional feature. Further research
on the supplementary features that are applicable only to the spe-
cific speakers is a challenging one.
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